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ABSTRACT
Recently, with the advent of the convolutional neural net-
work (CNN), many CNN-based object detection algorithms
have been proposed and achieved encouraging results. In
this paper, we introduce an algorithm based on region trajec-
tories to establish the connections between object localiza-
tions in individual frames and video sequences. To detect ob-
ject regions in the individual frames of a video, we enhance
the region-based convolutional neural network (R-CNN), by
incorporating EdgeBox with the Selective Search to generate
candidate region proposals and combining the GoogLeNet
with the AlexNet to improve the discriminability of the fea-
ture representations. The DeepMatching algorithm is em-
ployed in our proposed region trajectory method to track
the points in the detected object regions. The experiments
are conducted on the validation split of the TRECVID 2015
Localization dataset. As demonstrated by the experimental
results, our proposed approach improves the object detec-
tion accuracy in both temporal and spatial measurements.

Keywords
Object detection, convolutional neural network, region tra-
jectory algorithm

1. INTRODUCTION
Nowadays, with the success of deep learning technolo-

gies, many computer vision areas including object detec-
tion have ushered a new era which has witnessed the signif-
icant improvements compared with previous methods [18,
17]. Inspired by region-based convolutional neural network
(R-CNN) [5], many other approaches have been proposed to
exploit the advantages of deep learning methods for object
detection and achieved a great success. However, most of
these approaches only focus on object detection at the im-
age level, and few methods have been proposed to detect
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objects at the video level. In this paper, we propose a novel
region trajectory algorithm to connect the object regions,
localized by the imaged-based object detection algorithm,
from the individual frames to generate object trajectories in
videos.

1.1 Related Work
Since convolutional neural network (CNN) achieved the

impressive image classification accuracy on the ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) 2012
[10, 8, 12], many approaches have tried to incorporate CNN
to tackle the problem of object detection at the image level.
Region-based convolutional neural network (R-CNN) is one
of the first successful attempts, which utilizes one of the
state-of-the-art region proposal algorithms and a simple tech-
nique (affine image warping) to resize each candidate object
region to the uniform size required by the CNN model [5,
3]. Then discriminative features are extracted from the CNN
model and fed into a linear SVM. Despite its straightforward
structure, R-CNN enjoys a great success compared with the
traditional object detection approaches [13, 1, 4, 2], which
rely on the sliding windows and hand-crafted features.

Although the image-based object detection has attracted
more and more interests, few methods have been proposed
to tackle the object detection in videos [9, 21, 24, 11, 15].
Inspired by [6], our proposed method first detects the object
regions in individual frames and then try to connect them
in the temporal domain. However, the linking algorithm
adopted by [6] makes an assumption that an action keeps
being presented from the first frame to the end, which is
usually not the case for object detection due to occlusion
and viewpoint change. The approach developed in the paper
[25, 26] is similar to our method, which keeps tracking the
action regions localized by the image-based object detection
algorithm. However, the tracking mechanism in [25] depends
on the neighboring windows around the detected regions,
and cannot handle the situation of large displacements of
object motion which is common in wild videos.

1.2 Our Proposed System
To bridge the gap between image-based and video-based

object detection, a novel region trajectory algorithm is pre-
sented in this paper. Moreover, two modifications are made
to the standard R-CNN method to improve the performance
of object detection at the image level. One is to combine
the EdgeBox [28] with the Selective Search [22] to obtain a



Figure 1: Overview of the Proposed System Structure. (a) Input image. (b) Region proposals by Selective
Search. (c) Region proposals by EdgeBox. (d) Region proposals fused by (b) and (c). (e) Extracting features
of region proposals by AlexNet. (f) Extracting features of region proposals by GoogLeNet. (g) Applying
linear SVM classifier to the vector concatenating by the `2 normalization of (e) and (f). (h) Final region box
obtained by the region trajectory algorithm.

higher coverage rate for the generated region proposals. An-
other is to incorporate the GoogLeNet [20] with the AlexNet
[10], which is the only CNN model employed in the R-CNN,
to produce a more discriminative feature representation of
each region proposal.

To track the object locations detected by the image-based
object detection method, the state-of-the-art point-matching
algorithm, DeepMatching [27], is employed. After perform-
ing the tracking algorithm on the candidate object regions
in different frames, several object region trajectories are pro-
duced. If the tracking process is based on a falsely detected
object region, the obtained corresponding object region tra-
jectory may also be incorrect. To prune these false trajec-
tories, two thresholds are applied: the average SVM score
of the regions in the trajectory and the ratio of the num-
ber of regions detected by R-CNN and the total number of
the regions in the trajectory. The structure of our system is
illustrated in Figure 1.

The rest of the paper is organized as follows. Section 2
presents the enhanced R-CNN method employed in our sys-
tem. Section 3 introduces the details of our proposed region
trajectory algorithm. In Section 4, experimental results on
the validation split of TRECVID 2015 Localization dataset
are presented, and an ablation study of the parameters in
our region trajectory algorithm is also provided. Finally, our
paper is concluded in Section 5.

2. ENHANCED R-CNN
R-CNN is one of the first successful algorithms that ap-

ply deep learning techniques to the object detection task. It
decomposes the detection task into three aspects: 1) gener-
ating sufficient category-agnostic region proposals to cover
as many objects as possible in the image; 2) applying a fine
tuned convolutional neural network to extract a discrimi-
native feature representation for each proposed region; 3)
training a set of category-specific linear SVMs based on the
extracted feature representation to classify those region pro-
posals. In our implementation, two modifications are made
when compared with the method described in [5] to further
improve the object detection accuracy at the image level.

Selective Search [22] and EdgeBox [28] are combined in

our implementation to generate region proposals [7], which
can improve the coverage rate of the objects in the image.
Another modification is that, in addition to the AlexNet
[10], the GoogLeNet [20] is also employed in our method. By
concatenating the `2 normalization of the features extracted
from the last fully connected layers of these two models, a
more discriminative feature representation can be generated.
After applying the generated feature to the trained class-
specific SVMs, the scores of the region for each class can
be obtained. Given all scored regions in an image, a greedy
non-maximum suppression is independently applied for each
class to reject the regions which have a large overlap with
the region with higher SVM score.

3. REGION TRAJECTORIES FOR OBJECT
DETECTION

To extend the image-based object detection algorithm into
the video domain, one important step is how to establish the
connections among the object regions in different frames. In
this paper, we propose the region trajectory algorithm based
on the state-of-the-art point-matching algorithm, DeepMatch-
ing, to establish the object trajectories for the video-based
object detection. Our region trajectory algorithm is illus-
trated in Figure 2.

Inspired by the dense trajectory method for action recog-
nition [23], we propose the region trajectory algorithm to
establish the temporal connections of object regions in dif-
ferent frames. For a set of frames {f1, . . . , fi, . . . , fn} in a
video, suppose that R-CNN detects an object region bi in
the frame fi, then an object trajectory, Ti, can be gener-
ated based this detected region bi. The tracking procedure
is performed both forwardly and backwardly to determine
the start and end regions for the object trajectory Ti. In
the following discussions, we only take the forward track-
ing procedure as the example to illustrate how our region
trajectory algorithm works.

Firstly, a set of points {pk} in the region bi can be com-
puted by applying the DeepMatching algorithm, and a set
of matched points, {p′k}, is also generated in the frame fi+1.
Based on these two sets of matched points, {pk} and {p′k},
an affine model can be acquired , which consists of a linear



Figure 2: The illustration of the proposed region
trajectory algorithm. (a) The first frame with the
detected object region by R-CNN. The star marks
are the matched points inside the localized object
bounding box. (b) The second frame in which the
R-CNN fails to locate the object region. (c) The
second frame with the object region predicted by
the affine model. (d) The bounding boxes with IOU
values larger than 0.5 with the bounding box singled
out in (c). (e) The bounding box with the highest
SVM score from the set of boxes noted in (d).

transformation matrix, A ∈ R2×2, and a translation vector,
~b ∈ R2×1. Then by applying the coordinates (xji , y

j
i )T of

each corner of the object region, bi, into the affine model:

(xji+1, y
j
i+1)T = A(xji , y

j
i )T +~b, (1)

the corresponding points of the four corners of bi in the
next frame can be obtained. However, these four locations,
{(xji+1, y

j
i+1)}j=0,1,2,3, may be distorted or fall out of the

image. To obtain the reasonable predicted object region,
b′i+1, in the frame fi+1, a correction procedure should be
applied, which is defined as:

αi+1 = max(0,min
j

({xji+1})), (2)

βi+1 = max(0,min
j

({yji+1})), (3)

µi+1 = min(width,max
j

({xji+1})), (4)

νi+1 = min(height,max
j

({yji+1})), (5)

where (αi+1, βi+1) and (µi+1, νi+1) stand for the coordinates
of the upper-left corner and bottom-right corner of the pre-
dicted region respectively. width is the horizontal size of the
image, and height is vertical size of the image.

Furthermore, to improve the spatial accuracy and reduce
repeating tracking process, the predicted region, b′i+1, is re-
placed by the object region, bi+1, which is detected by the R-
CNN algorithm in the frame fi+1, if the value of intersection-
over-union (IOU) is larger than a threshold (0.7 in our im-
plementation).

If the region, b′i+1, predicted by the affine model is not
replaced by an object region detected by R-CNN, a set
of bounding boxes, generated by Selective Search [22] and
EdgeBox [28] algorithms, are selected if their IOU values
with b′i+1 are larger than 0.5. Then the bounding box, b′′i+1,
with the highest SVM score is chosen from the set of bound-
ing boxes plus the region b′i+1 as the predicted object re-
gion. The SVM score of b′′i+1 should then be compared with
a threshold to determine whether this region is a reason-
able object bounding box. Specifically, if the SVM score is

Run iframe fscore mean pixel fscore

1 0.7447 0.4723
2 0.7682 0.4542
3 0.7309 0.5085
4 0.7661 0.4591

MediaMill∗ 0.7662 0.6557
PicSOM∗ 0.6643 0.3944

TokyoTech∗ 0.6699 0.6688
Trimps∗ 0.7357 0.4760

Table 1: The results of Mean Per Run for our four
submitted runs in the TRECVID competition. ∗
indicates the best results of other teams among all
of their submitted runs.

smaller than a threshold, this region should not be assigned
to the object trajectory Ti, and the tracking process should
also be terminated on this direction.

After performing the tracking process in both forward and
backward directions based on the algorithm described above,
the object trajectory Ti can be obtained. However, if the ob-
ject region, e.g. , bi, is falsely detected by the R-CNN, the
trajectory Ti which is generated based on bi may also be
incorrect. To prune these falsely produced object trajecto-
ries, two kinds of thresholds are applied: the average SVM
score of the regions contained in the object trajectory and
the ratio of the number of regions detected by R-CNN and
the total number of the regions in the trajectory.

We observe that only using the average SVM score of the
trajectory as the threshold cannot improve the performance.
The reason is that some falsely detected regions have high
SVM scores, which makes the average score of false trajec-
tories higher than the average score of correct object tra-
jectories. On the other hand, the value of the ratio of the
number of regions detected by R-CNN and the total number
of the regions in the trajectory can reflect how many regions
in the trajectory are localized by the R-CNN algorithm and
how many are inferred by the affine model, which implies
that the higher ratio indicates a higher probability that the
trajectory is correct.

The score function described in [6] is also employed in
our approach to prune the plausible object trajectories. It
measures the correctness of a trajectory based on both SVM
scores and the IOU values of the regions. If the computed
trajectory score, ST , is below a threshold, the trajectory T
will be deleted. Otherwise, this object trajectory can be
considered as a reasonable one.

4. EXPERIMENTAL RESULTS AND DISCUS-
SION

Our proposed video-based object detection system is eval-
uated on the TRECVID 2015 Localization dataset [16], which
is comprised of ten concepts: airplane(1003), anchorper-
son(1005), boat ship(1015), bridges(1017), bus(1019), com-
puters(1031), motorcycle(1080), telephones(1117), flags(1261),
and quadruped(1392). The numbers in the parentheses rep-
resent the code names of the corresponding concepts. There
are four other teams submitted final results for this task:
MediaMill (University of Amsterdam Qualcomm), PicSOM
(Aalto University and University of Helsinki), TokyoTech
(Tokyo Institute of Technology), Trimps (Third Research In-



Params Metrics 1003 1005 1015 1017 1019 1031 1080 1117 1261 1392 Mean

pos 1.0 neg 0.0
iframe fscore 0.7848 0.9991 0.6779 0.5788 0.6687 0.9051 0.6788 0.6843 0.8396 0.7775 0.7595

mean pixel fscore 0.6671 0.9567 0.4692 0.4433 0.5643 0.8168 0.4698 0.5940 0.7331 0.7054 0.6420

pos 0.7 neg 0.1
iframe fscore 0.8433 0.9991 0.7404 0.6349 0.6667 1.0000 0.6519 0.7634 0.8873 0.8184 0.8005

mean pixel fscore 0.6203 0.9567 0.3980 0.4349 0.4815 0.8136 0.4054 0.4690 0.6419 0.6281 0.5849

fusion
iframe fscore 0.8433 0.9991 0.7406 0.6298 0.6667 1.0000 0.6543 0.7634 0.8892 0.8188 0.8005

mean pixel fscore 0.6292 0.9567 0.4220 0.4746 0.4816 0.8699 0.4202 0.4759 0.6603 0.6435 0.6034

Table 2: The results of the three sets of parameters for each concept detected by R-CNN.

Params Methods Metrics Mean

pos 1.0 neg 0.0
without traj

iframe fscore 0.7595
mean pixel fscore 0.6420

with traj
iframe fscore 0.7926

mean pixel fscore 0.6143

fusion
without traj

iframe fscore 0.8005
mean pixel fscore 0.6034

with traj
iframe fscore 0.8823

mean pixel fscore 0.6348

Table 3: The comparison of the overall performance
of the video-based object detection system with and
without region trajectory algorithm.

stitute of the Ministry of Public Security, P.R. China). The
overall results of the TRECVID 2015 Localization competi-
tion are shown in Table 2. Our team submitted four runs
for this task, and the overall results of the TRECVID 2015
Localization competition are showed in Table 2. These re-
sults are obtained by another video-based object detection
system, which will be compared with the one described in
this paper in detail.

Since the ground truth of the testing data is not available,
we report the results of the video-based object detection
system described in this paper on the validation split of the
training data.

The measurements of the results are in two folds. The first
is the temporal accuracy, iframe fscore, and the second is the
spatial accuracy, mean pixel fscore. fscore is calculated by
the formula:

fscore =
2× Precision×Recall
Precision+Recall

, (6)

where Precision is the ratio of the number of true positives
detected by the system and the total number of positives
in the test dataset, while Recall stands for the ratio of the
number of true positives and the total number of positives
both detected by the system.

The CNN models of AlexNet and GoogLeNet are both
pre-trained on the PASCAL VOC 2012 detection dataset as
well as the ImageNet dataset. In practice, we apply two
sets of parameters to train the SVM. The first, denoted as
pos 1.0 neg 0.0, only employs the ground truth as the posi-
tive training data and uses the regions which have no over-
lap with the ground truth as the negative data. The second
set, denoted as pos 0.7 neg 0.1, employs not only the ground
truth regions as the positive training data, but also the re-
gions which have the IOU values larger than 0.7 with the
ground truth. For the negative training data, it uses the re-
gions with the IOU values smaller than 0.1 and larger than
0 with the ground truth. The results of these two sets of pa-
rameters are also fused to form a third set of results, which

System Params Metrics Mean

TRECVID
pos 1.0 neg 0.0

iframe fscore 0.7724
mean pixel fscore 0.5926

fusion
iframe fscore 0.8110

mean pixel fscore 0.5867

RegionTraj
pos 1.0 neg 0.0

iframe fscore 0.7926
mean pixel fscore 0.6143

fusion
iframe fscore 0.8823

mean pixel fscore 0.6348

Table 4: The results of the two systems can achieve
on the two sets of parameters with their own track-
ing algorithms for temporal and spatial measure-
ments respectively.

is denoted as fusion. The evaluation of these three sets of
parameters is provided in Table 2.

After obtaining the object regions in individual frames,
the object trajectories can then be generated by applying the
region trajectory algorithm. The comparison of the results
with and without region trajectory algorithm is provided in
the Table 3.

The differences between the system submitted in the task
of Localization of TRECVID 2015 and the one described in
this paper are mainly in two aspects. Firstly, the Kanade-
Lucas-Tomasi Feature Tracker (KLT) [14, 19] is employed as
the tracking algorithm in previous system, while the Deep-
Matching algorithm is utilized in the second one. Secondly,
in the previous system the object regions predicted by the
affine model are not replaced by the object regions detected
by R-CNN, even if they have large IOU values. The com-
parison of these two systems is presented in Table 4.

5. CONCLUSION
In this paper, we have presented a video-based object de-

tection algorithm, which is based on the image-based R-
CNN method and the state-of-the-art point-matching algo-
rithm, DeepMatching. Specifically, a novel region trajectory
algorithm is proposed to generate object trajectories in the
videos based on the object regions detected in individual
frames. Then these object trajectories are pruned accord-
ing the confidence scores associated with them. The exper-
iments demonstrate that our proposed video-based object
detection algorithm can robustly and effectively locate the
object regions in the video both in the temporal and spatial
domain.
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